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Abstract—Bounded Component Analysis (BCA) is a recent framework which enables development of methods for the separation of dependent as well as independent sources from their mixtures. This article extends a recent geometric BCA approach introduced for the instantaneous mixing problem to the convolutional mixing problem. The article proposes novel deterministic convolutional BCA frameworks for the blind source extraction and blind source separation of convolutional mixtures of sources which allows the sources to be potentially non-stationary. The global maximizers of the proposed deterministic BCA optimization settings are proved to be perfect separators. The article also illustrates that the iterative algorithms corresponding to these frameworks are capable of extracting/separating convolutional mixtures of not only independent sources but also dependent (even correlated) sources in both component (space) and sample (time) dimensions through simulations based on a Copula distributed source system. In addition, even when the sources are independent, it is shown that the proposed BCA approach have the potential to provide improvement in separation performance especially for short data records based on the setups involving convolutional mixtures of digital communication sources.
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I. INTRODUCTION

Blind Source Separation (BSS) is a major area of research with a large scope of applications in signal processing and machine learning [1]. BSS aims to extract individual components (or sources) from their mixture samples where there is no, or very limited, prior information about their nature or the mixing process. The blindness which refers to using only the observations with the absence of information on the mixing system is a striking feature which leads to its widespread use. However, the blindness feature also rises difficulties to the BSS problem where the challenge created by the lack of training data and relational statistical information is in general dealt with exploiting some side information/assumptions about the system.

The BSS problems are mostly addressed by means of Independent Component Analysis (ICA) [1]–[3] exploiting the assumption that the original sources are mutually statistically independent. ICA has been the most popular BSS solution approach, due to the applicability of independence assumption in wide span of applications, as well as the mathematical tractability of the corresponding framework. A variety of other BSS methods have also been emerged from different data model assumptions such as time structure (e.g., [4], [5]), sparsity (e.g., [6]) and special constant modulus or finite alphabet structure of communications signals (e.g. [7]–[9]).

In most practical BSS applications the sources take values from a compact set. Puntonet et.al.’s contribution in [10] can be considered as the pioneering work taking advantage of the geometric structure based on such compactness of sources. ICA framework has an important branch where source boundedness has been exploited as an additional asset in addition to the founding independence assumption. An in influential work in this branch is by Pham [11] where the mutual information cost function is approximated in terms of quantile function which can be estimated from the order statistics. In this work, Pham show that when the sources are bounded, the proposed cost function can be formulated in terms of the ranges of separator outputs. In a similar context, Cruces and Duran extend the definition of the Renyi’s Entropy in [12], leading to support length minimization to separate sources from their mixtures. Additionally, Vrins et.al. proposed BSS algorithms exploiting range minimization approach in references [13]–[15]. In a similar direction, Erdogan extend the blind equalization approach in [16], [17] and propose BSS algorithms based on infinity norm minimization for bounded source signals in [18], [19], [20], where the approaches assume peak symmetry regarding the bounded source signals which is later abandoned in [21].

The aforementioned approaches utilize the assumption of source boundedness within the ICA framework. In a recent work [22], Cruces proved that when the sources are known to be bounded, the hypothesis of the statistical independence of sources can be replaced with a weaker domain separability assumption. This new framework, referred as Bounded Component Analysis (BCA), enables development of methods for the separation of independent and/or dependent sources from their mixtures. The weaker domain separability assumption can be stated as follows: (the convex hull of the) the support of the joint density of sources can be written as the
cartesian product of (the convex hulls of the) supports of the individual source marginals. We note that this is a necessary condition for the independence, however, the independence assumption additionally requires the joint pdf separability on top of domain separability. Therefore, under the boundedness property ICA becomes a special case of BCA and by replacing the independence assumption with the domain separability assumption, it is possible to separate both independent and dependent sources. Hence, BCA provides a more general and flexible framework than ICA when the sources are bounded.

In this new framework, Cruces introduced a blind source extraction algorithm in [22]. A deflationary algorithm is proposed for BCA in [23]. In [24], total output range minimization based BSS approach is positioned as a BCA method for the separation of uncorrelated sources. Furthermore, a stationary point analysis for the proposed algorithms based on symmetrical orthogonalization is provided. More recently, Erdogan introduced a geometric BCA framework and a family of BCA algorithms in [25], which can separate both independent and dependent (even correlated) sources from their mixtures where the mixing system is instantaneous. In this approach, two geometric objects regarding the separator outputs are introduced, i.e., principal hyperellipsoid and bounding hyperrectangle where the separation problem is based on the maximization of the relative sizes of these objects. When the volume is used for the representation of the size of bounding hyperrectangle, a generalized form of Pham’s objective in [11], which was derived by modifying the mutual information objective in ICA framework, is obtained. Based on the similar geometric treatment, a convolutive BCA approach for wide sense stationary (dependent or independent) sources was introduced in [26], [27]. A variety of different geometric approaches are introduced for the context of hyperspectral imaging in [28], [29] and [30] by considering a minimum volume of a simplex that circumscribes the data space.

In this article, we extend the instantaneous or memoryless BCA approach introduced in [25] for the convolutive BCA problem. Contrary to the stochastic convolutive framework in [26], [27] based on the stationary source assumption, we propose deterministic frameworks for the convolutive blind source extraction and blind source separation problems which allows the sources to be potentially non-stationary. We point out that the sources could be stationary or non-stationary and we do not exploit non-stationary property of sources. However, the proposed scheme works for both stationary and non-stationary sources. We show that the algorithms corresponding to these frameworks are capable of extracting/separating convolutive mixtures of not only independent sources but also dependent (even correlated) sources where the correlation can be in both space and time dimensions. We can highlight the novel contributions of the article as:

1) The article provides convolutive BCA approaches which can be used to generate algorithms that are capable of extracting/separating dependent sources as well as independent sources from their convolutive mixtures.

2) The article proposes a set of convolutive BCA objectives which are directly defined in terms of mixture samples rather than some stochastic measures or their sample based estimates allowing the source samples to be drawn from a potentially non-stationary process. The introduced framework does not exploit any non-stationarity feature, therefore it is applicable to both stationary/non-stationary sources.

3) The article proves that the global optima of proposed BCA objectives correspond to perfect extractors/separators.

4) The article illustrates the capability of proposed algorithms regarding the extracting/separating convolutive mixtures of dependent (even correlated) sources. The article further compares the performance of proposed algorithms with the state of the art convolutive ICA approaches and through a digital communications example, the article shows the potential for the significant performance improvement offered by the proposed BCA approach, especially for short data records.

The organization of the article is as follows: Section II describes the convolutive BCA setup assumed throughout the article. The blind source extraction approach is provided in Section III and the blind source separation approach is provided in Section IV. We illustrate the separation performances of the BCA algorithms through the numerical examples in Section V. Finally, Section VI is the conclusion.

**Notation:** Let $\mathbf{A} \in \mathbb{C}^{p \times q}$ and $\mathbf{a} \in \mathbb{C}^{p \times 1}$ be arbitrary. The notation used in the article is summarized in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{A}_{m:,(A,m)}$</td>
<td>$m^{th}$ row (column) of $\mathbf{A}$</td>
</tr>
<tr>
<td>$\Re{\mathbf{A}}$ ($\Im{\mathbf{A}}$)</td>
<td>The real (imaginary) part of $\mathbf{A}$</td>
</tr>
<tr>
<td>$|\mathbf{a}|_r$</td>
<td>Usual $r$-norm given by $(\sum_{m=1}^{M}</td>
</tr>
<tr>
<td>$\mathbf{diag}(\mathbf{a})$</td>
<td>Diagonal matrix whose diagonal entries starting in the upper left corner are $a_1, \ldots, a_p$.</td>
</tr>
<tr>
<td>$\prod(a)$</td>
<td>$a_1a_2 \ldots a_p$, i.e. the product of the elements of $\mathbf{a}$.</td>
</tr>
<tr>
<td>$\mathbf{a}_{M}(k)$</td>
<td>Stacks the vectors $a(k), a(k-1), \ldots, a(k-M+1)$ into a single $Mp$ size vector $\mathbf{a}_{M}(k)$.</td>
</tr>
<tr>
<td>$\mathbf{e}_n$</td>
<td>Standard basis vector pointing in the $n^{th}$ direction.</td>
</tr>
</tbody>
</table>

TABLE I

**NOTATION USED IN THE ARTICLE.**

Indexing: $m$ is used for (source, output) vector components, $k$ is the sample index and $i$ is the algorithm iteration index.

II. Convolutional Bounded Component Analysis Setup

In this article, the components of the convolutive BCA setup that we consider are as follows:

- We consider a deterministic setup with $p$ real sources represented by the vector $s = [s_1 \ s_2 \ \ldots \ s_p]^T$ and we assume that the sources are bounded in magnitude.

- The source signals are mixed by a convolutive MIMO channel and produce the mixtures as:

$$y(k) = \sum_{l=0}^{L-1} H(l)s(k-l), \quad k \in \mathbb{Z},$$
where \( \{ \mathbf{H}(l); l \in \{0, \ldots, L \} \} \) are the impulse response coefficients of dimension \( q \times p \). We assume that the mixing system is equalizable having order of \( L - 1 \) [31]. We also assume that \( q \geq p \), therefore, we consider the (over) determined BSS problem. Defining \( \mathbf{H} = [ \mathbf{H}(0) \mathbf{H}(1) \ldots \mathbf{H}(L-1) ] \) as the mixing coefficient matrix and \( \mathbf{s}_L(k) = [ s^T(k) \ s^T(k-1) \ldots s^T(k-L+1) ]^T \), we can also write
\[ y(k) = \tilde{H}s_L(k), \quad k \in \mathbb{Z}. \]

- **We investigate two related problems corresponding to this scenario:**
  - **Blind Source Extraction**: The mixtures are passed through an extractor system and produce the single output as:
    \[ o(k) = \sum_{l=0}^{M-1} \mathbf{w}^T(l) y(k-l), \quad k \in \mathbb{Z}. \]
    where \( \{ \mathbf{w}(l); l \in \{0, \ldots, M-1 \} \} \) are the impulse response coefficients of dimension \( q \times 1 \) and \( M - 1 \) is the order of the extractor system. Defining \( \tilde{\mathbf{w}} = [ \mathbf{w}^T(0) \mathbf{w}^T(1) \ldots \mathbf{w}^T(M-1) ]^T \) as the extractor coefficient matrix and \( \mathbf{g}_M(k) = [ g^T(k) \ g^T(k-1) \ldots g^T(k-M+1) ]^T \), we can also write
    \[ o(k) = \tilde{\mathbf{w}}^T \mathbf{g}_M(k), \quad k \in \mathbb{Z}. \]
  - **Blind Source Separation**: In this case, the outputs of the separator system are produced as:
    \[ o(k) = \sum_{l=0}^{M-1} \mathbf{W}(l) y(k-l), \quad k \in \mathbb{Z}. \]
    where \( \{ \mathbf{W}(l); l \in \{0, \ldots, M-1 \} \} \) are the impulse response coefficients of dimension \( p \times q \) and \( M - 1 \) is the order of the separator system. Similarly, we define \( \mathbf{W} = [ \mathbf{W}(0) \mathbf{W}(1) \ldots \mathbf{W}(M-1) ] \) as the separator coefficient matrix which yields
    \[ o(k) = \hat{\mathbf{W}} \hat{\mathbf{g}}_M(k), \quad k \in \mathbb{Z}. \]

- **The overall mapping from sources to the outputs:**
  - **Blind Source Extraction**: The impulse response coefficients of the overall system are represented as \( \{ \mathbf{g}(l); l \in \{0, \ldots, P-1 \} \} \) where the dimension is \( p \times 1 \). Note that,
    \[ g^T(k) = \sum_{l=0}^{P-1} \mathbf{w}^T(l) \mathbf{H}(k-l), \]
    where \( P - 1 = L + M - 2 \) is the order of the overall system. Therefore, the sources \( \{ \mathbf{s}(k) \in \mathbb{R}^p; k \in \mathbb{Z} \} \) and the single extractor output \( \{ o(k) \in \mathbb{R}; k \in \mathbb{Z} \} \) are related by
    \[ o(k) = \sum_{l=0}^{P-1} g^T(l) \mathbf{s}(k-l), \quad k \in \mathbb{Z}. \]

Defining \( \tilde{\mathbf{g}} = [ g^T(0) \ldots g^T(P-1) ]^T \) and \( \tilde{\mathbf{s}}_P(k) = [ s^T(k) \ldots s^T(k-P+1) ]^T \), we have \( o(k) = \tilde{\mathbf{g}}^T \tilde{\mathbf{s}}_P(k) \) for \( k \in \mathbb{Z} \).

- **Blind Source Separation**: In this case, the impulse response coefficients of the overall system are represented as \( \{ \mathbf{G}(l); l \in \{0, \ldots, P-1 \} \} \) where the dimension is \( p \times p \). Note that,
    \[ G(k) = \sum_{l=0}^{P-1} \mathbf{W}(l) \mathbf{H}(k-l), \]
    where \( P - 1 = L + M - 2 \) is the order of the overall system. Therefore, the sources \( \{ \mathbf{s}(k) \in \mathbb{R}^p; k \in \mathbb{Z} \} \) and the separator outputs \( \{ o(k) \in \mathbb{R}^p; k \in \mathbb{Z} \} \) are related by
    \[ o(k) = \sum_{l=0}^{P-1} G(l) \mathbf{s}(k-l), \quad k \in \mathbb{Z}. \]

Defining \( \tilde{\mathbf{G}} = [ \mathbf{G}(0) \mathbf{G}(1) \ldots \mathbf{G}(P-1) ] \), we have \( o(k) = \tilde{\mathbf{G}} \tilde{\mathbf{s}}_P(k) \) for \( k \in \mathbb{Z} \).

We assume a finite set of observations corresponding to the mixture samples represented by \( Y = \{ y(1), y(2), \ldots, y(N) \} \). The main goal in BSS problems is to adapt the extractor/separator system based on these observations. Since the mixing channel \( \mathbf{H} \) is convolutive having order of \( L - 1 \), the corresponding set of unobservable source samples could be denoted by \( S = \{ s(-L+2), \ldots, s(0), s(1), s(2), \ldots, s(N) \} \)

\[ Y = \{ \tilde{H}s_{L}(1), \tilde{H}s_{L}(2), \ldots, \tilde{H}s_{L}(N) \}. \]

Depending on the system, for a given convolutive extractor channel \( \tilde{\mathbf{w}} \) or a separator channel \( \tilde{\mathbf{W}} \) having order of \( M - 1 \) with a corresponding convolutive overall channel \( \tilde{\mathbf{g}} \) or \( \tilde{\mathbf{G}} \) having order of \( P - 1 \), the convolutive nature of channel generates \( N - M + 1 \) outputs and we illustrate the generated set of extractor output \( o = \{ o(1), o(2), \ldots, o(N - M + 1) \} \) or separator outputs \( O = \{ o(1), o(2), \ldots, o(N - M + 1) \} \)

\[ \begin{align*}
o &= \{ \tilde{\mathbf{w}}^T \hat{\mathbf{g}}_M(M), \tilde{\mathbf{w}}^T \hat{\mathbf{g}}_M(M+1), \ldots, \tilde{\mathbf{w}}^T \hat{\mathbf{g}}_M(N) \} \\
&= \{ \hat{\mathbf{g}}^T \tilde{\mathbf{s}}_P(M), \hat{\mathbf{g}}^T \tilde{\mathbf{s}}_P(M+1), \ldots, \hat{\mathbf{g}}^T \tilde{\mathbf{s}}_P(N) \},
\end{align*} \]

or

\[ \begin{align*}O &= \{ \tilde{\mathbf{W}} \hat{\mathbf{g}}_M(M), \tilde{\mathbf{W}} \hat{\mathbf{g}}_M(M+1), \ldots, \tilde{\mathbf{W}} \hat{\mathbf{g}}_M(N) \} \\
&= \{ \tilde{\mathbf{G}} \tilde{\mathbf{s}}_P(M), \tilde{\mathbf{G}} \tilde{\mathbf{s}}_P(M+1), \ldots, \tilde{\mathbf{G}} \tilde{\mathbf{s}}_P(N) \}.
\end{align*} \]

We define the ranges of the sources as
\[ \mathcal{R}(s_m) = \max(s_m) - \min(s_m), \]
for \( m = 1, 2, \ldots, p \), where \( \max(s_m)(\min(s_m)) \) is the maximum (minimum) value of \( s_m \) in the set \( S \). It follows that:
\[ s(k) = \Lambda \mathbf{s}(k) \]
for \( k = -L + 2, \ldots, N \),
where \( \Lambda = \text{diag} (\mathcal{R}(s_1), \mathcal{R}(s_2), \ldots, \mathcal{R}(s_p)) \) is the range matrix of \( s \) and \( \mathbf{s} \) is the corresponding unit range source vector.

In this article, we extend the deterministic instantaneous or memoryless BCA approach introduced in [25] for the
The following assumption: $S_P$ contains the vertices of its (non-degenerate) bounding hyper-rectangle (A1).

III. BLIND SOURCE EXTRACTION

In this section, we first introduce the objective function for the blind source extraction of real signals. We then prove that the global maxima of the introduced objective function correspond to perfect extractors. We provide the iterative algorithm corresponding to the objective function. We conclude with the complex sources extension of the proposed approach.

A. Criterion

We introduce the objective function for the blind source extraction method as

$$J_e(\hat{\boldsymbol{w}}) = \frac{\sqrt{\frac{1}{N_1} \sum_{l=1}^{N_1} (o(l) - \hat{\mu}_o)^2}}{\hat{R}(o)},$$

(1)

where $\hat{\mu}_o = \frac{1}{N_1} \sum_{l=1}^{N_1} o(l)$, $N_1 = N - M + 1$ and $\hat{R}(o)$ is the range of the single output $o$. We note that this objective function is deduced from the instantaneous BCA objectives introduced in [25].

We define

$$\hat{\mu}_{S_P} = \frac{1}{N_1} \sum_{l=M}^{N} \hat{s}_P(l),$$

$$\hat{R}_{S_P} = \frac{1}{N_1} \sum_{l=M}^{N} (\hat{s}_P(l) - \hat{\mu}_{S_P})(\hat{s}_P(l) - \hat{\mu}_{S_P})^T,$$

as the sample covariance matrix of $\hat{s}_P$. If sources are stationary, then $\hat{R}_{S_P}$ is a block Toeplitz matrix. However, sources are allowed to be non-stationary, therefore, $\hat{R}_{S_P}$ may not be a block Toeplitz matrix. Note that this approach does not exploit any structure on $\hat{R}_{S_P}$ (i.e., the sources can be stationary or non-stationary). Under the condition $\hat{R}_{S_P} \succ 0$, the following theorem shows that maximizing the proposed objective function (1) achieves the goal of blindly extracting a source from a given convolutive mixture for the setup is outlined in Section II.

Theorem 1: Assuming the setup in Section II, $\hat{H}$ is equalizable by an FIR extractor matrix of order $M - 1$ and under the validity of (A1), the set of global maxima for $J_e$ in (1) is equal to the set of perfect extractors.

Proof: The proof is provided in Appendix A.

B. Algorithm

In this section, we provide the iterative algorithm corresponding to the optimization setting presented in the previous section.

Rather than maximizing $J_e$, we maximize its logarithm since with the logarithm operation, we utilize the conversion of ratio expression to the difference expression since it simplifies the update components in the iterative algorithm. Therefore, the new objective function is modified as

$$\tilde{J}_e(\tilde{\boldsymbol{w}}) = \log (J_e(\tilde{\boldsymbol{w}})) = \frac{1}{2} \log (\tilde{\boldsymbol{w}}^T \hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M} \tilde{\boldsymbol{w}}) - \log (\hat{R}(o)), $$

(2)

where $\hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M}$ is the sample covariance matrix of $\tilde{\mathbf{y}}_M$.

Note that the derivative of the first part of $\tilde{J}_e(\tilde{\boldsymbol{w}})$ with respect to $\tilde{\boldsymbol{w}}$ is

$$\frac{\partial \log (\tilde{\boldsymbol{w}}^T \hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M} \tilde{\boldsymbol{w}})}{\partial \tilde{\boldsymbol{w}}} = 2 \hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M} \tilde{\boldsymbol{w}} \hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M} \tilde{\boldsymbol{w}}.$$

Following the similar steps as in [25] for the derivative of $\log (\hat{R}(o))$, the subgradient based iterative algorithm for maximizing objective function (2) is provided as

$$\tilde{\boldsymbol{w}}^{(i+1)} = \tilde{\boldsymbol{w}}^{(i)} + \mu^{(i)} \left( \hat{\mathbf{R}}_{\tilde{\mathbf{y}}_M} \tilde{\boldsymbol{w}} - \frac{1}{\hat{R}(o^{(i)})} \begin{bmatrix} \tilde{\mathbf{y}}_M^{(l_{\max}(i))} - \tilde{\mathbf{y}}_M^{(l_{\min}(i))} \end{bmatrix} \right),$$

(3)

where $\mu^{(i)}$ is the step-size at the $i^{th}$ iteration (see e.g., [17] for a discussion on step sizes) and $l_{\max}(i)$ ($l_{\min}(i)$) is the sample index for which the maximum (minimum) value for the extractor output is achieved at the $i^{th}$ iteration.

C. Extension to Complex Signals

In the complex domain, both mixing and extractor coefficient matrices are complex matrices, i.e., $\hat{H} \in \mathbb{C}^{r \times pL}$ and $\hat{\boldsymbol{w}} \in \mathbb{C}^{qM \times 1}$. The set of source vectors $S$ is a subset of $\mathbb{C}^p$, the set of single extractor output $o$ is a subset of $\mathbb{C}$ and the set of mixtures $Y$ is a subset of $\mathbb{C}^q$.

In this section, we extend the approach introduced in the Section III-A to the complex signals. We modify the objective function as

$$J_{ce}(\hat{\boldsymbol{w}}) = \frac{1}{N_1} \sum_{l=1}^{N_1} \left( \hat{R}(\{o(l)\}) - \hat{R}(\{\hat{\mu}_o\}) \right),$$

(4)

where $\hat{R}(\{\hat{\mu}_o\}) = \frac{1}{N_1} \sum_{l=1}^{N_1} \hat{R}(\{o(l)\})$ and $\hat{R}(\{o\})$ is the range of real parts of output $o$.

We similarly define $\hat{R}_{S_P}$ as the sample covariance matrix of $\hat{s}_P$ where $\hat{s}_P(k) = \left[ \hat{R}(\{s^T_T(k)\}) \hat{R}(\{s^T_T(k-1)\}) \ldots \hat{R}(\{s^T_T(k-P+1)\}) \right]^T$. Under the condition $\hat{R}_{S_P} \succ 0$, the following theorem shows that maximizing the modified objective function (4) achieves the blind source extraction of convolutive mixtures of complex signals.

Theorem 2: Assuming the setup in Section II, $\hat{H}$ is equalizable by an FIR extractor matrix of order $M - 1$ and under the validity of (A1), the set of global maxima for $J_{ce}$ in (4) is equal to a subset of perfect extractors.

Proof: The proof is provided in Appendix B.
In the iterative algorithm, we maximize the logarithm of \( J_{ce} \) therefore, the objective function is modified as

\[
\tilde{J}_{ce}(\hat{w}) = \log(J_{ce}(\hat{w})) = \frac{1}{2} \log \left( \hat{w}^T \hat{R}_{\tilde{y}_M} \hat{w} \right) - \log \left( \tilde{\mathcal{R}}(\{o\}) \right),
\]

where

\[
\hat{w} = [ \hat{\mathbb{R}} \{ w^T(0) \} - I \{ w^T(0) \} \ldots - I \{ w^T(M-1) \} ]^T,
\]

and \( \hat{R}_{\tilde{y}_M} \) is the sample covariance matrix of \( \hat{y}_M \). Following similar steps, the iterative algorithm for maximizing objective function (5) is provided as

\[
\hat{w}^{(i+1)} = \hat{w}^{(i)} + \mu^{(i)} \tilde{R}_{\hat{y}_M} \hat{w} - \frac{1}{\tilde{\mathcal{R}}(\{o\})^{(i)}} \left( \hat{y}_M^{(\max(i))} - \hat{y}_M^{(\min(i))} \right),
\]

where \( \mu^{(i)} \) is the step-size at the \( i \)th iteration and \( \hat{y}_M^{(\max(i))} \) (\( \hat{y}_M^{(\min(i))} \)) is the sample index for which the maximum (minimum) value of the real part of the extractor output is achieved at the \( i \)th iteration. Finally, we can obtain \( \hat{w} \) from \( \hat{w} \) using a simple transition \( \hat{w}_{mq+1:(m+1)q} = \hat{w}_{2mq+1:2(m+1)q-\hat{w}_{2(m+1)q-q+1:2mq}} \) for \( m = 0, 1, \ldots, M-1 \).

\section*{D. Complexity Analysis}

The complexity of the introduced algorithm can be specified by 4 parts.

- Calculating the single separator output \( o = \hat{w}^T \hat{y}_M \): The complexity is \( O(qM N) \).
- Calculating the range of real components of the single separator output \( \tilde{\mathcal{R}}(\{o\}) \): The complexity is \( O(N) \).
- Calculating the sample covariance matrix \( \hat{R}_{\hat{y}_M} \): The complexity is \( O(M^2 q^2 N) \).
- Performing the iterative algorithm (6): The complexity is \( O(M^2 q^2) \).

Therefore, the overall complexity can be determined as \( O(M^2 q^2 N) \). The required number of iterations for the convergence depends on the system settings. We will provide examples in Section V.

\section*{IV. BLIND SOURCE SEPARATION}

In this section, we first introduce an objective function for the blind source separation of real signals. We then prove that the global maxima of the introduced objective function correspond to the perfect separators. We next provide a family of alternative objective functions. After producing the iterative algorithms corresponding to the introduced objective functions, we conclude with the complex extension of the proposed approaches.

\section*{A. Criteria}

In order to define the first objective function, we use a similar geometric setting introduced in [25]. Defining the set \( O_K = \{ \hat{o}_K(K), \hat{o}_K(K+1), \ldots, \hat{o}_K(N-M+1) \} \), we introduce the following objects corresponding to the sets of output samples \( O_K \) and \( O \):

- \( \mathcal{P}(O_K) \) : This is the hyper-ellipsoid whose center is given by the sample mean of the set \( O_K \), its principal semiaxes directions are determined by the eigenvectors of the sample covariance matrix \( \hat{R}_{\hat{o}_K} \) corresponding to \( O_K \) and its principal semiaxes lengths are equal to the principal standard deviations, i.e., the square roots of the eigenvalues of \( \hat{R}_{\hat{o}_K} \).
- \( B(O) \) : This is the bounding hyper-rectangle which is defined as minimum volume box covering all the samples in \( O \) and aligning with the coordinate axes.

The first objective function that we introduce for blind source separation is

\[
J_{s1}(\hat{W}) = \left( \frac{\sqrt{\det(\hat{R}_{\hat{o}_K})}}{\prod_{m=1}^{p} \tilde{\mathcal{R}}(o_m)} \right)^{1/K},
\]

where

\[
\hat{\mu}_{\hat{o}_K} = \frac{1}{N_2} \sum_{l=1}^{N_1} \hat{o}_K(l), \quad \hat{R}_{\hat{o}_K} = \frac{1}{N_2} \sum_{l=1}^{N_1} (\hat{o}_K(l) - \hat{\mu}_{\hat{o}_K})(\hat{o}_K(l) - \hat{\mu}_{\hat{o}_K})^T,
\]

\( N_2 = N_1 - K + 1 \) such that \( \hat{R}_{\hat{o}_K} \) is the sample covariance matrix of \( \hat{o}_K \). \( \tilde{\mathcal{R}}(o_m) \) is the range of the \( m \)th component of the output vectors in the set \( O \) and we choose \( K \geq P \) where \( P \) is the order of the overall system.

We note that, as defined in [25],

\[
\sqrt{\det(\hat{R}_{\hat{o}_K})} \text{ refers to the scaled volume of principal hyper-ellipse for the extended output vector } \hat{o}_K.
\]

\[
\prod_{m=1}^{p} \tilde{\mathcal{R}}(o_m) \text{ is the volume of the bounding hyper-rectangle for the output vector } o.
\]

Under the condition \( \hat{R}_{\hat{o}_K} > 0 \), the following theorem shows that maximizing the objective function (7) achieves the blind source separation of convolutive mixtures whose setup is outlined in Section II.

\textbf{Theorem 3:} Assuming the setup in Section II, \( \hat{H} \) is equalizable by an FIR separator matrix of order \( M-1 \) and under the validity of (A1), the set of global maxima for \( J_{s1} \) in (7) is equal to the set of perfect separator matrices.

\textbf{Proof:} The proof is provided in Appendix C.

We can propose different alternatives for the denominator of the objective function (7) (measure of the size of the bounding hyper-rectangle for the output vectors). We can choose the length of the main diagonal of the bounding hyper-rectangle as a measure of the size instead of its volume. As a result, we obtain a family of alternative objective functions in the form

\[
J_{s2,r}(\hat{W}) = \left( \frac{\sqrt{\det(\hat{R}_{\hat{o}_K})}}{||\tilde{\mathcal{R}}(o)||^r} \right)^{1/K},
\]
where $r \geq 1$. We provide the results of analysing this family of objective functions, for some special $r$ values (i.e., $r = 1, 2, \infty$) in Appendix D.

**B. Algorithms**

In this section, we provide the iterative algorithms corresponding to the optimization settings presented in the previous section.

- **Objective Function $J_{s1}(\hat{W})$:**

  Similar to the approach in blind source extraction, rather than maximizing $J_{s1}(\hat{W})$, we maximize its logarithm. Therefore, the new objective function is modified as

  $$J_{s1}(\hat{W}) = \log \left( J_{s1}(\hat{W}) \right)$$

  $$= \frac{1}{2K} \log \left( \det \left( \Gamma_K(\hat{W}) \hat{R}_{\tilde{y}_{K+M-1} \Gamma_K(\hat{W})^T} \right) \right) - \log \left( \prod_{m=1}^p \hat{R}(o_m) \right),$$

  or

  $$\hat{J}_{s1}(\hat{W}) = \frac{1}{2K} \log \left( \det \left( \Gamma_K(\hat{W}) \hat{R}_{\tilde{y}_{K+M-1} \Gamma_K(\hat{W})^T} \right) \right) - \log \left( \prod_{m=1}^p \hat{R}(o_m) \right),$$

  (9)

  where $\hat{R}_{\tilde{y}_{K+M-1}}$ is the sample covariance matrix of $\tilde{y}_{K+M-1}$. Note that the derivative of the first part of $\hat{J}_{s1}(\hat{W})$ with respect to $\hat{W}$ is

  $\frac{\partial \log \left( \det \left( \Gamma_K(\hat{W}) \hat{R}_{\tilde{y}_{K+M-1} \Gamma_K(\hat{W})^T} \right) \right)}{\partial \hat{W}}$

  $$= \frac{K-1}{2} \sum_{l=0}^{K-1} A_{lp+1:(l+1)p, lq+1:(l+1)q} \hat{R}(o_m)$$

  where $A = \left( \Gamma_K(\hat{W}) \hat{R}_{\tilde{y}_{K+M-1} \Gamma_K(\hat{W})^T} \right)^{-1} \Gamma_K(\hat{W}) \hat{R}_{\tilde{y}_{K+M-1}}$. Following the similar steps as in [25] for the derivative of log $\left( \prod_{m=1}^p \hat{R}(o_m) \right)$, the subgradient based iterative algorithm for maximizing objective function (9) is provided as

  $$\hat{W}^{(i+1)} = \hat{W}^{(i)} + \mu^{(i)} \left( K \sum_{l=0}^{K-1} A_{lp+1:(l+1)p, lq+1:(l+1)q} - \sum_{m=1}^p \frac{1}{\hat{R}(o_m)} \hat{e}_m \left( \hat{y}_M(l_m^{\text{max}}(i)) - \tilde{y}_M(l_m^{\text{min}}(i)) \right)^T \right),$$

  (10)

  where $\mu^{(i)}$ is the step-size at the $i^{th}$ iteration and $l_m^{\text{max}}(i)$ ($l_m^{\text{min}}(i)$) is the sample index for which the maximum (minimum) value for the $m^{th}$ separator output is achieved at the $i^{th}$ iteration.

- **Objective Function $J_{s2,\rho}(\hat{W})$:**

  We note that for the family of objective functions (8), the update equation is similar to (10) where the change is in the derivative of logarithm of the denominator depending on the selection of $r$. For $r = 1, 2$, we can write the update equation as

  $$\hat{W}^{(i+1)} = \hat{W}^{(i)} + \mu^{(i)} \left( \frac{1}{K} \sum_{l=0}^{K-1} A_{lp+1:(l+1)p, lq+1:(l+1)q} - \sum_{m=1}^p \frac{1}{\hat{R}(o_m)} \hat{e}_m \left( \hat{y}_M(l_m^{\text{max}}(i)) - \tilde{y}_M(l_m^{\text{min}}(i)) \right)^T \right),$$

  (10)

  For $r = \infty$, the update equation has the form

  $$\hat{W}^{(i+1)} = \hat{W}^{(i)} + \mu^{(i)} \left( \frac{1}{K} \sum_{l=0}^{K-1} A_{lp+1:(l+1)p, lq+1:(l+1)q} - \sum_{m=1}^p \frac{1}{\hat{R}(o_m)} \hat{e}_m \left( \hat{y}_M(l_m^{\text{max}}(i)) - \tilde{y}_M(l_m^{\text{min}}(i)) \right)^T \right),$$

  (10)

  where $\hat{M}(o(i))$ is the set of indexes for which the peak range value is achieved, i.e.,

  $$\hat{M}(o(i)) = \{ m : \hat{R}_m(o(i)) = \| \hat{R}(o(i)) \|_\infty \},$$

  (11)

  and $\beta_m$'s are the convex combination coefficients.

**C. Extension to Complex Signals**

In the complex domain, both mixing and separator coefficient matrices are complex matrices, i.e., $\tilde{H} \in \mathbb{C}^{q \times pL}$ and $\tilde{W} \in \mathbb{C}^{p \times qM}$. The set of source vectors $S$ and the set of separator outputs $O$ are a subset of $\mathbb{C}^q$, the set of mixtures $Y$ is a subset of $\mathbb{C}^p$.

In this section, we extend the approach introduced in the Section IV-A to the complex signals. We modify the first objective function for the blind source separation of complex signals as

$$J_{c1}(\hat{W}) = \frac{1}{\prod_{m=1}^p \hat{R}(\hat{\sigma}_m)} \frac{1}{\prod_{m=1}^p \hat{R}(\hat{\sigma}_m)},$$

(12)

where $\hat{R}_{\hat{\sigma}_m}$ is the sample covariance matrix of $\hat{\sigma}_m$ where $\hat{\sigma}_m(k) = \{ R\{o^T(k)\}, I\{o^T(k)\}, \ldots, R\{o^T(k - K + 1)\}, I\{o^T(k - K + 1)\} \} \hat{R}^T(k)$ and $p_{m=1}^p \hat{R}(\hat{\sigma}_m)$ is the product of ranges of real and imaginary parts of all separator outputs.

Under the condition $\hat{R}_{\hat{S}_{K+P-1}} \succ 0$, the following theorem shows that maximizing the modified objective function (12) achieves the blind source separation of convolutive mixtures of complex signals.

**Theorem 4:** Assuming the setup in Section II, $\tilde{H}$ is equalizable by an FIR separator matrix of order $M - 1$ and under the validity of (A1), the set of global maxima for $J_{c1}$ in (12) is equal to a subset of perfect separator matrices.

**Proof:** The proof is provided in Appendix E.
In the iterative algorithm, we maximize the logarithm of $J_{cs1}$, therefore, the first objective function is modified as

$$J_{cs1}(\hat{W}) = \log\left( J_{cs1}(\hat{W}) \right) = \frac{1}{2K} \log \left( \det \left( \Gamma_{2K}(\hat{W}) \hat{R}_{y_{K+M-1}} \Gamma_{2K}(\hat{W})^T \right) \right) - \log \left( \prod_{m=1}^{2p} \hat{R}(\hat{r}_m) \right),$$

(13)

where $\hat{W} = \begin{bmatrix} \mathbb{E}\{\mathbf{w}_1\} \ldots \mathbb{E}\{\mathbf{w}_M\} \end{bmatrix}$ and $\hat{R}_{y_{K+M-1}}$ is the sample covariance matrix of $\hat{y}_{K+M-1}$. The corresponding iterative update equation of $\mathbf{W}(n)$ for $n = 0, 1, \ldots, M - 1$ can be written as

$$\mathbf{W}^{(i+1)}(n) = \mathbf{W}^{(i)}(n) + \mu(i) \left( \mathbf{C} \mathbf{w}_{1:p,2n+1:(2n+1)q} + \mathbf{C} \mathbf{w}_{1:p,2n+1:(2n+1)q} \right) - \sum_{m=1}^{2p} \frac{1}{2\hat{R}(\hat{r}_m)} \mathbf{v}_m \left( \hat{y}_{M}^{(\text{max}(i))} - \hat{y}_{M}^{(\text{min}(i))} \right)^H,$$

(14)

where $\mathbf{C} = \frac{1}{2K} \sum_{k=0}^{K-1} \mathbf{F}(2p+1:2(l+1)p,2l+1:2(l+M)q)\mathbf{F}$ and $\mathbf{v}_m = \begin{cases} \mathbf{e}_m & m \leq p, \\ \mathbf{e}_{m-p} & m > p. \end{cases}$

Similar to the complex extension of $J_1$, we can extend the $J_{s2}$ family by modifying

$$J_{cs2,r}(\hat{W}) = \frac{1}{\sqrt{\det(\hat{R}_d)}} \frac{1}{2K} \frac{1}{\left\| \hat{R}(\hat{r}_m) \right\|_F^2}. \quad (16)$$

The update equation is similar to (14) where the change is in the derivative of logarithm of the denominator depending on the selection of $r$, e.g.,

- $r = 1, 2$ Case: In this case
  $$\frac{\partial \log \left( \left\| \hat{R}(\hat{r}_m) \right\|_F^2 \right)}{\partial \hat{W}} = \sum_{m=1}^{2p} \frac{1}{\left\| \hat{R}(\hat{r}_m) \right\|_F^2} \mathbf{v}_m \left( \hat{y}_{M}^{(\text{max}(i))} - \hat{y}_{M}^{(\text{min}(i))} \right)^H$$

- $r = \infty$ Case: In this case
  $$\frac{\partial \log \left( \left\| \hat{R}(\hat{r}_m) \right\|_F^2 \right)}{\partial \hat{W}} = \sum_{m \in \mathcal{M}(\hat{r}(\hat{o}_i))} \frac{1}{\left\| \hat{R}(\hat{r}_m) \right\|_\infty} \mathbf{v}_m \left( \hat{y}_{M}^{(\text{max}(i))} - \hat{y}_{M}^{(\text{min}(i))} \right)^H$$

where $\mathbf{v}_m$ is as defined in (15),

$$\mathcal{M}(\hat{r}(\hat{o}_i)) = \{ m : \hat{R}_m(\hat{o}_i) = \left\| \hat{R}(\hat{o}_i) \right\|_\infty \},$$

and $\beta_m^{(i)}$'s are the convex combination coefficients.

D. Complexity Analysis

Similarly, we determine the complexity of the introduced algorithms by considering 4 parts.

- Calculating the separator output $\hat{W} \hat{y}_M$: The complexity is $O(pqMN)$.
- Calculating the ranges of separator outputs $\hat{R}(\hat{o})$: The complexity is $O(pN)$.
- Calculating the sample covariance matrix $\hat{R}_{y_{K+M-1}}$: The complexity is $O((K+M-1)^2q^2N)$
- Performing the iterative algorithm (14): The complexity is $O((K+M-1)^2q^2N)$.

Therefore, the overall complexity can be determined as $O((K+M-1)^2q^2N) + O(pK(K+M-1)^2q^2N)$. The required number of iterations for the convergence depends on the system settings. We will provide examples in Section V.

V. EXAMPLES

In this section, we illustrate the extraction/separation capability of the proposed algorithms for the convolutive mixtures of both independent and dependent sources.

A. Blind Source Extraction

We first consider the following scenario to illustrate the performance of the proposed blind source extraction algorithm regarding the convolutive mixtures of space-time correlated sources: In order to generate space-time correlated sources, we first generate a samples of a $tp$ size vector, $\mathbf{d}$, with Copula-t distribution, a perfect tool for generating vectors with controlled correlation, with 4 degrees of freedom whose correlation matrix parameter is given by $\mathbf{R} = \mathbf{R}_t \otimes \mathbf{R}_s$ where $\mathbf{R}_t$ ($\mathbf{R}_s$) is a Toeplitz matrix whose first row is $[1 \quad \rho_t \ldots \rho_t^{-1}]$ ($[1 \quad \rho_s \ldots \rho_s^{-1}]$). Each sample of $\mathbf{d}$ is partitioned to produce source vectors, $\mathbf{d}(k) = [s(k\tau) \quad s((k+1)\tau) \ldots s((k+10)\tau - 1)]$. Therefore, we obtain the source vectors as samples of a wide-sense cyclostationary process whose correlation structure in time direction and space directions are governed by the parameters $\rho_t$ and $\rho_s$, respectively.

In the simulations, we consider a scenario with 7 sources and 20 mixtures, an i.i.d Gaussian convolutive mixing system with order 7 and a extractor of order 8. We set $\rho_s = 0.5, \rho_t = 0.5$ and $\tau = 5$. We note that the sources are non-stationary in this case (we will cover stationary sources in the digital communication sources scenario).

Figure 1 shows the output total Signal energy to total Interference+Noise energy (over all outputs) Ratio (SINR) obtained for the proposed BCA algorithm ($J_e$) for various sample lengths under 45dB SNR. SINR performance of Minimum Mean Square Error (MMSE) filter of the same order, which uses full information about mixing system and source/noise statistics, is also shown to evaluate the relative success of the proposed approach. A comparison has also been made with a gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.) and Alg.2 of [33] where we take $k_{max} = 50$ and $l_{max} = 20$. We have obtained these methods from [2], [34]. As we did not encounter any convolutive BSS algorithm.


with correlated source separation capability, we compared our algorithm with some well known convolutive ICA approaches.

For the same setup, Figure 2 shows the output total Signal energy to total Interference+Noise energy (over all outputs) Ratio (SINR) obtained for the proposed BCA algorithm \( J_s \), gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.), Alg.2 of [33], and MMSE for various sample lengths under 20dB SNR.

These results demonstrate that the performance of the proposed blind source extraction algorithm is approaching fast to its MMSE counterpart as the sample length increases. On the other hand, the performance of gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.) and Alg.2 of [33] is far from the performance of MMSE filter even when the sample length is increased (Figure 1) or they require more sample lengths to reach the same SINR performance (Figure 2) since in the correlated case, independence assumption simply fails. Therefore, we observe that the proposed BCA approach is capable of blind source extraction of convolutive mixtures of space-time correlated sources.

B. Blind Source Separation

We first consider a similar scenario as in the blind source extraction examples to illustrate the performance of the proposed blind source separation algorithms regarding the separability of convolutive mixtures of space-time correlated sources.

Here, we consider a scenario with 5 sources and 15 mixtures, an i.i.d. Gaussian convolutive mixing system with order 5 and a separator of order 6 where the sample size is 50000.

Figure 3 shows the output total Signal energy to total Interference+Noise energy (over all outputs) Ratio (SINR) obtained for the proposed BCA algorithms \( J_{s1}, J_{s2,1}, J_{s2,2}, J_{s2,\infty} \) for various space correlation parameters under 45dB SNR. The performances of MMSE, gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.) and Alg.2 of [33] are also plotted for comparison. We note that the algorithm \( J_{s1} \) yields better performance than the other algorithms.

In Figure 4, we present a typical convergence graph of the BCA algorithms when \( \rho_s = 0.3 \) by plotting SINR performances and the objective functions versus the number of iterations.

For the same setup, Figure 5 shows the output total Signal energy to total Interference+Noise energy (over all outputs) Ratio (SINR) obtained for the BCA algorithm \( J_{s1} \), gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.), Alg.2 of [33], and MMSE for various space correlation parameters under 20dB SNR.

For the same setup, we finally choose 5dB SNR and Figure 6 shows the corresponding SINR results of the algorithms.

These results demonstrate that the performance of proposed blind source separation algorithms closely follow its MMSE counterpart for a wide range of correlation values. Therefore, we obtain a convolutive extension of the BCA approach introduced in [25], which is capable of separating convolutive mixtures of space-time correlated sources.

Also note that the proposed blind source separation algorithms maintain high separation performance for various space correlation parameters.

![Figure 1: Result of the proposed blind source extraction algorithm performance for the convolutive mixtures of dependent sources (\( \rho_s \) and \( \rho_t \) is set as 0.5) for various sample lengths under SNR = 45dB.](image1)

![Figure 2: Result of the proposed blind source extraction algorithm performance for the convolutive mixtures of dependent sources (\( \rho_s \) and \( \rho_t \) is set as 0.5) for various sample lengths under SNR = 20dB.](image2)

![Figure 3: Results of the proposed blind source separation algorithms’ performances for the convolutive mixtures of dependent sources for various space correlation parameters under SNR = 45dB.](image3)

![Figure 4: Convergence graph of the introduced BCA algorithms.](image4)

![Figure 5: Convergence graph of the introduced BCA algorithms.](image5)

![Figure 6: Convergence graph of the introduced BCA algorithms.](image6)
parameters. However, the performance of gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.) and Alg.2 of [33] degrades substantially with increasing correlation since the independence assumption does not hold. We point out that when $\rho_s = 0$ the sources are independent, yet BCA algorithms still outperforms other ICA algorithms. This result can be attributed to the finite sample effects. In other words, although the sources are stochastically independent, finite samples may not reflect this behaviour and the sources may even have non-zero sample correlation. BCA algorithms being robust to such correlations can offer better performance. The effect of sample size is investigated in the next scenario.

We next consider the following scenario to illustrate the performance of the proposed blind source separation algorithm for the convolutive mixtures of digital communication sources. We consider 5 complex 4-QAM sources where we take 15 mixtures, an i.i.d. Gaussian convolutive mixing system with order 5 and a separator of order 6. The sources are stationary in this case. We use the objective function $J_{cs1}$ as the BCA algorithm for this simulation. The resulting Signal to Interference Ratio is plotted with respect to the sample lengths in Figure 7. We have also compared our algorithm with a gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.), Alg.2 of [33], and the algorithm introduced in [35].

As it can be observed from Figure 7, the proposed BCA approach achieves better performance than ICA based approaches. We again note that, the proposed method does not assume/exploit statistical independence. The only impact of short data length is on accurate representation of source box boundaries. The simulation results suggest that the shorter data records may not be sufficient to reflect the stochastic independence of the sources, and therefore, the compared algorithms require more data samples to achieve the same SIR level as the proposed approach.

In the last scenario, the mixing system is chosen as $(2 \times 2)$ paraunitary with order 4 and the sources are 16-QAM. We use the objective function $J_{cs1}$ as the BCA algorithm for this simulation. The resulting Signal to Interference Ratio is plotted with respect to the sample lengths in Figure 8. We have also compared our algorithm with a gradient maximization of the criterion (kurtosis) of [32] (KurtosisMax.), Alg.2 of [33], and the algorithm introduced in [35].

We note that the proposed BCA approach achieves better performance. We also point out that the algorithm introduced in [35] assumes paraunitary channel and it requires numerically stable prewhitening operation for general equalizable channels [31] while the approach introduced in this paper does not assume any structure for the mixing system beyond equalizability.

VI. CONCLUSION

In this article, we introduced deterministic and geometric BCA frameworks for the convolutive blind source extraction.
and separation problems. Contrary to the convolutive BCA framework in [26], [27] for stationary sources, the proposed deterministic framework is applicable to more general class of stationary and non-stationary sources. We should note that the proposed framework doesn’t take advantage of the any special form of non-stationarity feature, rather it provides a flexible framework enabling separation of non-stationary signals in addition to stationary signals. Since the independence assumption is replaced by a much weaker domain separability assumption, the proposed framework is also flexible in terms of its ability to extract/separate dependent/correlated as well as independent sources. The numerical examples illustrate the dependent/independent source extraction/separation capability and potential short data record performance advantage of the proposed algorithms.

APPENDIX

A. Proof of Theorem 1

We first note that, following similar steps as in [25], when the assumption (A1) stated in Section II holds, we can write the range of $\hat{R}(o) = ||\hat{g}^T\hat{\Lambda}||_1$ where $\hat{\Lambda} = I \otimes \Lambda$ is the range matrix of $\hat{\mathbf{s}}_P$.

Since $o(l) = \hat{g}^T \hat{s}_P(l + M - 1)$ for $l = 1, 2, \ldots, N_1$, we have

$$
\frac{1}{N_1} \sum_{l=1}^{N_1} (o(l) - \bar{o})^2 = \frac{1}{N_1} \sum_{l=1}^{N} \hat{g}^T (\hat{s}_P(l) - \hat{\mu}_{\hat{s}_P})(\hat{s}_P(l) - \hat{\mu}_{\hat{s}_P})^T \hat{g}$$

$$= \frac{1}{N_1} \sum_{l=1}^{N} \hat{g}^T \hat{\Lambda}(\hat{s}_P(l) - \hat{\mu}_{\hat{s}_P})(\hat{s}_P(l) - \hat{\mu}_{\hat{s}_P})^T \hat{\Lambda}^T \hat{g}$$

$$= \hat{g}^T \hat{\Lambda} \hat{R}_{\hat{s}_P} \hat{\Lambda}^T \hat{g},$$

(17)

where $\hat{\mu}_{\hat{s}_P} = \frac{1}{N_1} \sum_{l=M}^{N} \hat{s}_P(l)$, $\hat{\mu}_{\hat{s}_P} = \frac{1}{N_1} \sum_{l=M}^{N} \hat{s}_P(l)$ and $\hat{R}_{\hat{s}_P}$ is defined as the sample covariance matrix of $\hat{s}_P$.

We can further define $q^T = \hat{g}^T \hat{\Lambda}$ and rewrite the equality (1) in terms of $q$ as

$$J_e(q) = \frac{\sqrt{q^T \hat{R}_{\hat{s}_P} q}}{||q||_1}. \quad (18)$$

Note that, maximizing $J_e(q)$ is equivalent to the corresponding optimization setting

$$\text{maximize} \quad \sqrt{q^T \hat{R}_{\hat{s}_P} q} \quad \text{s.t.} \quad ||q||_1 \leq \gamma$$

where $\gamma$ is a constant. Also note that, assuming $\hat{R}_{\hat{s}_P} > 0$, $\sqrt{q^T \hat{R}_{\hat{s}_P} q}$ is a convex function and the region of $||q||_1 \leq \gamma$ corresponds to a convex polytope. From the definition of a convex polytope (Vertex Representation [36]), this is the convex hull of the vertices of polytope. Therefore, the maximum of $\sqrt{q^T \hat{R}_{\hat{s}_P} q}$ will be attained at one of the vertices (whichever has the maximum value) and therefore, the maximum will be attained when $q$ has only one non-zero component. To see that, we can take any vector $q_i$ inside the convex polytope (i.e., satisfying $||q_i||_1 \leq \gamma$). From the definition of vertex representation [36], $q_i = \alpha_1 q_{v_1} + \alpha_2 q_{v_2} + \ldots + \alpha_{P_1} q_{v_{P_1}}$, where $q_{v_1}, q_{v_2}, \ldots, q_{v_{P_1}}$ are vertices of polytope and $\sum_{i=1}^{P_1} \alpha_i = 1$.

Defining $f(\hat{v}q) = \sqrt{q^T \hat{R}_{\hat{s}_P} q}$ and using Jensen’s inequality, we have

$$f(q) \leq \alpha_1 f(q_{v_1}) + \alpha_2 f(q_{v_2}) + \ldots + \alpha_{P_1} f(q_{v_{P_1}}) \leq \max\{f(q_{v_1}), f(q_{v_2}), \ldots, f(q_{v_{P_1}})\}.$$ 

Therefore, the maximum is attained at the vertex which has the maximum value and this yields that $q$ has only one non-zero component.

To observe that from a geometric point of view, assuming $\hat{R}_{\hat{s}_P} > 0$, for any constant $\gamma$, the vectors $q$ satisfying $\sqrt{q^T \hat{R}_{\hat{s}_P} q} = \gamma$ constitutes an hyper-ellipsoid. Note that, for any constant value of $||q||_1$, the maxima of $\sqrt{q^T \hat{R}_{\hat{s}_P} q}$ will be attained at one of the corner points (i.e., where $q$ has only one non-zero component). A two dimensional example is illustrated in Figure 9.

![Fig. 9. Two dimensional example for the global maxima of (1).](image)

Since $\hat{g}^T = q^T \hat{\Lambda}^{-1}$, $\hat{g}$ will also have only one non-zero component, therefore, the global maxima of (1) correspond to perfect extractors.

B. Proof of Theorem 2

We begin with noting that

$$\mathbb{R}\{o(k)\} = \sum_{l=0}^{n-1} \mathbb{R}\{g^T(l)\} \mathbb{R}\{s(k + M - 1 - l)\}$$

$$- \mathbb{I}\{g^T(l)\} \mathbb{I}\{s(k + M - 1 - l)\}.$$ 

If we define

$$\hat{g} = \left[ \mathbb{R}\{g^T(0)\} - \mathbb{I}\{g^T(0)\} \ldots - \mathbb{I}\{g^T(P - 1)\} \right]^T,$$

$$\hat{s}_P(k) = \left[ \mathbb{R}\{s^T(k)\} \mathbb{I}\{s^T(k)\} \ldots \mathbb{I}\{s^T(k - P + 1)\} \right]^T,$$

we then have

$$\mathbb{R}\{o(k)\} = \hat{g}^T \hat{s}_P(k + M - 1),$$

for $k = 1, 2, \ldots, N_1$. Following similar steps, we can write the range of $\mathbb{R}\{o\}$ as $\mathcal{R}(\mathbb{R}\{o\}) = ||\hat{g}^T \hat{\Lambda}||_1$ where $\hat{\Lambda} = I \otimes \Lambda$
is the range matrix of $\hat{s}_p$. Similar to (17), we have
$$
\frac{1}{N_1} \sum_{l=1}^{N_1} (\Re\{a(l)\} - \Re\{\hat{\mu}_a\})^2 = \hat{\gamma}^T \hat{\Lambda} \hat{R}_{\hat{\Lambda}} \Lambda^T \hat{\gamma},
$$
where $\hat{R}_{\hat{\Lambda}}$ is defined as the sample covariance matrix of $\hat{s}_p$. Defining $\hat{\gamma}^T = \hat{\gamma}^T \hat{\Lambda}$ and rewriting the equality (4) in terms of $\hat{\gamma}$ yields
$$
J_{ee}(\hat{\gamma}) = \sqrt{\hat{\gamma}^T \hat{R}_{\hat{\Lambda}} \hat{\gamma}}. \tag{19}
$$

Following similar analogy, as a result, the maximum of (4) is attained when $\hat{\gamma}$ has only one non-zero component which also implies that $\hat{\gamma}$ has only one non-zero component. Note that the non-zero component of $\hat{\gamma}$ will be real or purely imaginary. Therefore, the global maxima of (4) correspond to a subset of perfect extractors for complex signals.

$C$. Proof of Theorem 3

We define the operator $\Gamma_K$ such that $\Gamma_K(\tilde{G})$ is a block Toeplitz matrix of dimension $Kp \times (K + P - 1)p$ whose first block row is $[G(0) \ G(1) \ ... \ G(P-1) \ 0 \ ... \ 0]$ and first block column is $[G^T(0) \ 0 \ ... \ 0]^T$ where the zero matrices $(0)$ have the size $p \times p$ same as the matrices $G(l)$ for $l = 0, \ldots, P - 1$. This yields,
$$
\tilde{G}_K(l) = \Gamma_K(\tilde{G}) \tilde{s}_K + (l + M - 1),
$$
for $l = K, K + 1, \ldots, N_1$. Defining $A = K + P - 1$, we have
$$
\tilde{R}_{\tilde{G}} = \Gamma_K(\tilde{G}) \hat{R}_{\hat{\Lambda}} \hat{\Lambda}^T \Gamma_K(\tilde{G})^T,
$$
where $\hat{\Lambda}$ is the range matrix of $\hat{s}_A$ and $\hat{R}_{\hat{\Lambda}}$ is the sample covariance matrix of $\hat{s}_A$. Defining $Q = \Gamma_K(\tilde{G}) \hat{\Lambda}$ yields $\tilde{R}_{\tilde{G}} = Q \hat{R}_{\hat{\Lambda}} Q^T$.

Following similar steps as in [25], under the assumption (A1) stated in Section II, we can write the range of $m^{th}$ component of $\tilde{G}$ as $\tilde{R}_{\tilde{G}}(m) = ||\tilde{G}_{m, \hat{\Lambda}}||$. Note that $||\tilde{G}_{m, \hat{\Lambda}}|| = ||Q_{m, :}||$ for $m = 1, 2, \ldots, p$. Therefore, the range vector for the separator outputs can be rewritten as
$$
\tilde{R}(\tilde{\mathbf{G}}) = [\ ||Q_{1, :}|| \ |Q_{2, :}|| \ ... \ |Q_{p, :}|| ].
$$
Rearranging the equality (7) in terms of $Q$, we obtain
$$
J_{s1}(\tilde{W}) = \left(\frac{\sqrt{\det(\tilde{R}_{\hat{\Lambda}} Q^T)}}{\prod_{m=1}^{p} ||Q_{m, :}||} \right)^{1/K}. \tag{20}
$$

We note that for any $\tilde{G}$ whose rows are not linearly independent we have $\det(\tilde{R}_{\hat{\Lambda}} Q^T) = 0$, therefore, corresponding $\tilde{G}$ can not be global maxima of (7). Hence for any $\tilde{G}$ whose rows are linearly independent, assuming $\tilde{R}_{\tilde{G}} = \hat{R}_{\hat{\Lambda}} > 0$, to complete $Q$ into a full rank square matrix we introduce a $(P-1)p \times Ap$ matrix $M = DP$ where $D = \text{diag}(a_1, a_2, \ldots, a_{(P-1)p})$ is a full rank diagonal matrix and $P$ is a permutation matrix such that $\det(MBM^T) = 1$ where
we define $B = \hat{R}_{\tilde{G}} - \hat{R}_{\hat{\Lambda}} Q^T (\hat{R}_{\hat{\Lambda}} Q^T)^{-1} Q \hat{R}_{\hat{\Lambda}}$. This yields,
$$
\det \left( \begin{bmatrix} Q & M \end{bmatrix} \hat{R}_{\hat{\Lambda}} \left[ \begin{array}{c} Q^T \\ M^T \end{array} \right] \right) = \det \left( Q \hat{R}_{\hat{\Lambda}} Q^T \right) \\
\det \left( M \left( \hat{R}_{\hat{\Lambda}} - \hat{R}_{\hat{\Lambda}} Q^T (\hat{R}_{\hat{\Lambda}} Q^T)^{-1} Q \hat{R}_{\hat{\Lambda}} \right) M^T \right) = \det \left( Q \hat{R}_{\hat{\Lambda}} Q^T \right) \det(MBM^T). \tag{21}
$$
We note that $\det \left( \begin{bmatrix} Q & M \end{bmatrix} \hat{R}_{\hat{\Lambda}} \left[ \begin{array}{c} Q^T \\ M^T \end{array} \right] \right) > 0$ and $MBM^T$ is the Schur complement of $Q \hat{R}_{\hat{\Lambda}} Q^T$, therefore, $MBM^T > 0$. We also note that $\det(MBM^T) = a_1^2 a_2^2 \ldots a_{(P-1)p}^2 \det([B]_{per})$ where $[B]_{per}$ has the chosen rows and columns of $B$ depending on the positions of $a_1, a_2, \ldots, a_{(P-1)p}$. Hence by choosing appropriate values for $a_1, a_2, \ldots, a_{(P-1)p}$ we can obviously introduce a matrix $M$ such that
$$
\det \left( \begin{bmatrix} Q & M \end{bmatrix} \hat{R}_{\hat{\Lambda}} \left[ \begin{array}{c} Q^T \\ M^T \end{array} \right] \right) = \det \left( Q \hat{R}_{\hat{\Lambda}} Q^T \right). \tag{22}
$$

Using Hadamard’s Inequality [37] yields
$$
\det \left( \begin{bmatrix} Q & M \end{bmatrix} \hat{R}_{\hat{\Lambda}} \left[ \begin{array}{c} Q^T \\ M^T \end{array} \right] \right) \leq \prod_{m=1}^{Kp} ||Q_{m, :}||^{2} \prod_{n=1}^{p} ||M_{n, :}||^{2} \det(\hat{R}_{\hat{\Lambda}}). \tag{21}
$$
Note that $\prod_{m=1}^{Kp} ||Q_{m, :}||^{2} = (\prod_{m=1}^{p} ||Q_{m, :}||^{2})^{K}$ since $Q$ is block Toeplitz matrix. Hence,
$$
\left( \prod_{m=1}^{p} ||Q_{m, :}||^{2} \right)^{1/K} \leq \left( \prod_{n=1}^{p} ||M_{n, :}||^{2} \right)^{1/K} \det(\hat{R}_{\hat{\Lambda}})^{1/2K}. \tag{22}
$$

Therefore, we have
$$
J_{s1}(\tilde{W}) = \left( \frac{\sqrt{\det(\tilde{R}_{\hat{\Lambda}} Q^T)}}{\prod_{m=1}^{p} ||Q_{m, :}||} \right)^{1/K} \leq \left( \prod_{n=1}^{p} ||M_{n, :}||^{2} \right)^{1/K} \det(\hat{R}_{\hat{\Lambda}})^{1/2K}, \tag{22}
$$
due to the ordering $||q||_1 \geq ||q||_2$ for any $q$.

To achieve the equality in (22), the equalities $||Q_{m, :}|| = ||Q_{m, :}||$ for $m = 1, 2, \ldots, p$ and the equality in (21) should be achieved. The equalities $||Q_{m, :}|| = ||Q_{m, :}||$ for $m = 1, 2, \ldots, p$ are achieved if and only if the first $p$ rows of $Q$ has only one non-zero element. Since $\Gamma_K(\tilde{G}) = Q \hat{\Lambda}^{-1}$, this implies that each row of $\tilde{G}$ has only one non-zero element. The inequality in (21) is achieved if and only if the rows of $Q$ are perpendicular to each other and to the rows of $M$ which
yields that the rows of \( \Gamma_K(\tilde{G}) \) are perpendicular to each other and to the rows of \( M \). Note that since \( K \geq P \), the structure of \( \Gamma_K(\tilde{G}) \) guarantees that there is a block column which contains \( G(0), G(1), \ldots, G(P - 1) \), therefore, the non-zero entries of \( \tilde{G} \) would not be in the same position with respect to \( \mod p \), since otherwise \( J_1(\tilde{W}) \) would be simply 0.

As a result, the maximum is achieved if and only if \( \tilde{G} \) corresponds to perfect separator matrix in the form \( \tilde{G}(z) = \text{diag}(\alpha_1 z^{-d_1}, \alpha_2 z^{-d_2}, \ldots, \alpha_p z^{-d_p}) \cdot P \) where \( \tilde{G}(z) \) is the Z-transform of the overall system function \( \{G(l); l \in \{0, \ldots, P - 1\}\} \), \( \alpha_k \)'s are non-zero real scalings, and \( d_k \)'s are non-negative integer delays.

We note that due to the structure of the set of global maxima of the objective function \( J_1(\tilde{W}) \), the sources are recovered up to scaling and order. These indeterminacy cannot be resolved without any extra information in BSS problems.

Here, we point out that the blind source extraction problem is a special case of the blind source separation problem. Therefore, this proof can simply be applied to the blind source extraction method. However, we treat the blind source extraction problem as a separate case to provide alternative geometric intuition.

### D. Analysis of the Family of Objective Functions (\( J_{s,2,r} \))

Before analysing this family of objective functions for some special \( r \) values, similar to the proof of Theorem 3, we can rewrite (8) in terms of \( Q \) and obtain

\[
J_{s,2,r}(\tilde{W}) = \frac{\left(\sqrt{\det(Q \hat{R}_{\tilde{A}} Q^T)}\right)^{1/K}}{\left[\sum |Q_{1,:}|_1 |Q_{2,:}|_1 \cdots |Q_{p,:}|_1|^T\right]^p}.
\]

Following similar steps, by modifying (22), we can obtain the corresponding inequality

\[
J_{s,2,r}(\tilde{W}) \leq \frac{\prod_{m=1}^{P} |Q_{m,:}|_2}{\left[\sum |Q_{1,:}|_1 |Q_{2,:}|_1 \cdots |Q_{p,:}|_1|^T\right]^p} \left(\prod_{n=1}^{(P-1)p} |M_{n,:}|_2\right)^{1/K} \det(\hat{R}_{\tilde{A}})^{1/2K}.
\]

The results of analysing this family of objective functions, for some special \( r \) values:

- \( r = 1 \) Case: In this case, we have

\[
\left[\sum |Q_{1,:}|_1 |Q_{2,:}|_1 \cdots |Q_{p,:}|_1|^T\right]^p = \left(\sum_{m=1}^{P} |Q_{m,:}|_1\right)^p \geq p^p \prod_{m=1}^{P} |Q_{m,:}|_1,
\]

where the inequality comes from Arithmetic-Geometric-Mean-Inequality, and the equality is achieved if and only if all the rows \( Q \) have the same 1-norm. Hence, we have

\[
J_{s,2,1}(\tilde{W}) \leq \frac{\prod_{m=1}^{P} |Q_{m,:}|_2}{p^p \prod_{m=1}^{P} |Q_{m,:}|_1} \left(\prod_{n=1}^{(P-1)p} |M_{n,:}|_2\right)^{1/K} \det(\hat{R}_{\tilde{A}})^{1/2K}.
\]

As a result, \( Q \) is a global maximum of \( J_{s,2,1}(\tilde{W}) \) if and only if it is a perfect separator matrix of the form

\[
Q = k P \text{diag}(\rho),
\]

where \( k \) is a non-zero value, \( \rho \in \{-1, 1\}^P \) and \( P \) is a permutation matrix. This implies \( \tilde{G} \) is a global maximum of \( J_{s,2,1}(\tilde{W}) \) if and only if the corresponding form is satisfied

\[
\Gamma_K(\tilde{G}) = k P \tilde{\Lambda}^{-1} \text{diag}(\rho).
\]

Therefore, the global maxima of the objective function \( J_{s,2,1} \) corresponds to a subset of perfect separators.

- \( r = 2 \) Case: In this case, using the basic norm inequality and Arithmetic-Geometric-Mean-Inequality, for any \( x \in \mathbb{R}^P \), we have

\[
(||x||_2)^p \geq \left(\frac{1}{\sqrt{p}} ||x||_1\right)^p \geq \prod_{m=1}^{P} |x_m|,
\]

where the equality is achieved if and only if all the components of \( x \) are equal in magnitude. As a result, this yields

\[
J_{s,2,2}(\tilde{W}) \leq \frac{1}{p^p} \left(\prod_{n=1}^{(P-1)p} |M_{n,:}|_2\right)^{1/K} \det(\hat{R}_{\tilde{A}})^{1/2K}.
\]

Similarly, \( J_{s,2,2} \) has the same set of global maxima as \( J_{s,2,1} \).

- \( r = \infty \) Case: Following similar steps, using the basic norm inequality and Arithmetic-Geometric-Mean-Inequality, for any \( x \in \mathbb{R}^P \), we have

\[
(||x||_\infty)^p \geq \left(\frac{1}{P} ||x||_1\right)^p \geq \prod_{m=1}^{P} |x_m|,
\]

where the equality is achieved if and only if all the components of \( x \) are equal in magnitude. Based on this inequality, we obtain

\[
J_{s,2,\infty}(\tilde{W}) \leq \left(\prod_{n=1}^{(P-1)p} |M_{n,:}|_2\right)^{1/K} \det(\hat{R}_{\tilde{A}})^{1/2K}.
\]

Therefore, \( J_{s,2,\infty} \) also has same set of global optima as \( J_{s,2,1} \) and \( J_{s,2,2} \).

### E. Proof of Theorem 4

We begin with observing that

\[
\mathbb{R}\{\omega(k)\} = \sum_{l=0}^{P-1} \mathbb{R}\{G^T(l)\}\mathbb{R}\{s(k + M - 1 - l)\} - \mathbb{I}\{G^T(l)\}\mathbb{I}\{s(k + M - 1 - l)\},
\]

\[
\mathbb{I}\{\omega(k)\} = \sum_{l=0}^{P-1} \mathbb{I}\{G^T(l)\}\mathbb{I}\{s(k + M - 1 - l)\} + \mathbb{R}\{G^T(l)\}\mathbb{I}\{s(k + M - 1 - l)\}.
\]

Defining \( \hat{G} = \begin{bmatrix} \mathbb{R}\{G_0\} & -\mathbb{I}\{G_0\} & \cdots & -\mathbb{I}\{G_{P-1}\} \\ \mathbb{I}\{G_0\} & \mathbb{R}\{G_0\} & \cdots & \mathbb{I}\{G_{P-1}\} \end{bmatrix} \) and
\[ \delta_{k+1} = [\mathbb{R}(s^T(k)) \quad \ldots \quad \mathbb{R}(s^T(k-P+2))] \mathbb{I} \mathbb{R}(s^T(k-P+2)) ]^T \text{ yields} \]
\[ \delta_k = \gamma_{2k}(\hat{G}) \delta_{k+1}. \]
Thus,
\[ \hat{R}_k = \gamma_{2k}(\hat{G}) \hat{R}_{k+1} \Lambda^2 \gamma_{2k}(\hat{G})^T, \]
where \( \Lambda = \bigotimes \Lambda \) is the range matrix of \( \delta_{k+1} \) and \( \hat{R}_{k+1} \) is defined as the sample covariance matrix of \( \delta_{k+1} \).

Defining \( \hat{Q} = \gamma(\hat{G}) \Lambda \) and following similar steps, we can write \( \prod_{m=1}^{2p} \hat{R}_m = \prod_{m=1}^{2p} \| \hat{Q}_m \|^1 \). Rewriting (12) in terms of \( \hat{Q} \) yields
\[ J_{\text{cs}}(\hat{W}) = \left( \frac{\text{det}(\hat{Q} \hat{R}_2 \hat{Q}^T)}{\prod_{m=1}^{2p} \| \hat{Q}_m \|^1} \right)^{1/K}. \]

Note that we have the similar expression as (20). Hence, the proof of Theorem 3 also applies here. Note that the structure of \( \gamma_{2k}(\hat{G}) \) implies that the non-zero entries of \( \hat{G} \) can only be real or purely imaginary. Therefore, the set of maximalima for the objective function (12) corresponds to a subset of complex perfect separators.
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